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## Introduzione al Manuale

 **Contenuto**

Il presente manuale tratta il *Performance & Tuning* in *Oracle 19c.*

Macro-argomenti:

- principalmente descriveremo le tecniche per velocizzare un database modificando i suoi *init parameter* (dunque descriveremo anche le aree di memoria Oracle che impattano sulle Perfomance di un database)

- una overview su come misurare le performance di un server Linux

- una overview su come velocizzare le query e i workload

 **Audience**

Il presente manuale è rivolto a chiunque voglia avere una conoscenza specifica su quanto scritto sopra avendo già una conoscenza base dell’architettura del database Oracle.

 **Particolarità**

Il presente manuale è in italiano ma molti termini tecnici in esso contenuti sono in lingua inglese.

Abbiamo fatto tale scelta perché spesso a lavoro tali termini vengono detti in inglese e perché riteniamo più utile che i lettori del manuale conoscano tali termini nella lingua usata nella documentazione ufficiale Oracle.

Molti argomenti sono schematizzati al fine di fornire una comprensione ed una memorizzazione superiore.

A volte quando nel manuale si parla di una feature particolare, citiamo anche la versione Oracle in cui tale feature è stata creata.

Alcune abbreviazioni usate:

 !!! : Attenzione

 FTS : *Full Table Scan*

HW : hardware

HWM : *High Water Mark*

 MOS : *My Oracle Support* (precedentemente chiamato *metalink*)

 Oracle EM : Oracle Enterprise Manager

OS o O.S.: Sistema Operativo

cashare : mettere in cache

 db : database

 init parameter : initialization parameter

 loccare : mettere un lock

 stats : statistiche

 tunare : fare il tuning

 **Principali Versioni**

- 22.02.2024 : version 1.0

- 25.02.2024 : version 1.1 varie modifiche e rilascio al pubblico

**Disclaimer**

Non si fornisce alcuna garanzia relativamente al fatto che il presente documento sia privo di errori. Non si assume nessuna responsabilità sugli eventuali errori o danni derivanti dall’uso delle informazioni qui contenute.

## Introduzione al Performance Tuning

### 1.1 – Overview del Tuning del database Oracle

Per riuscire a fare il tuning di un database bisogna capire come Oracle processa gli *SQL statement* e come interagisce con il Sistema Operativo e con l’Hardware del server.

Un tuning adeguato del tuo database ti permetterà di risparmiare molto sull’hardware evitando di dover comprare server potenti senza sapere esattamente quale sia il problema: CPU? Dischi? Memoria? Settaggi dei parametri del database? Disegno del database? SQL statement non ottimizzati?

Uno dei rischi maggiori di non ottimizzare il tuo database è quello di cambiar server prendendone uno caro e potente senza però aver risolto il problema di lentezza del database stesso.

Quando bisogna ottimizzare un sistema, bisognerebbe seguire questo ordine di priorità:

**Step 1 :** Tuning del *Data Design* (ossia fare un disegno corretto del database). Spesso però questo è la fase più lunga e complessa e dunque, in questa lista, spesso viene relegata in ultima posizione

**Step 2 :** Tuning dell’Application (*database operations* e *access path*: ad es. normalmente vanno evitati *Full Table Scan* su grandi tabelle)

**Step 3 :** Tuning della Memoria Oracle (*shared pool, db buffer cache, PGA,* …)

**Step 4 :** Tuning dell’I/O e delle Strutture fisiche

**Step 5 :** Tuning della contesa

**Step 6 :** Tuning del Sistema Operativo

Per un approfondimento degli step 1 e 2 suggeriamo di leggere la documentazione Oracle disponibile gratuitamente sul web o il manuale "*19c Tuning Applicativo e dell'SQL*" anch’esso disponibile sul sito *www.manualioracle.it*.

Mentre, gli step che vanno dal 3 al 6 saranno ampiamente discussi in questo manuale.

Ogni *Server Oracle* è limitato dalla disponibilità di 3 risorse chiave:

* **CPU:**

Il tuning della *Oracle memory* e della *I/O activity* darà pochi benefici se il processore del server è già sovraccarico (*overloaded*).

Oracle è un prodotto molto “*CPU-aware*” (consapevole delle CPU): alcuni parametri della configurazione Oracle cambiano dinamicamente quando si aggiungono o tolgono CPU dal server.

* **Disk (I/O):**

Più attività avverranno in memoria, meno I/O fisici ci saranno. Ma fare troppe richieste in memoria superando la memoria delle strutture fisiche Oracle causa un indesiderato addizionale I/O sotto forma di *O.S. paging* e *swapping*.

* **Memory:**

................................

................................

................................

## Strutture della memoria Oracle

### 2.1 – SGA ed PGA

Le strutture di memoria sono allocate dall’istanza Oracle quando l’istanza stessa viene tirata su e vengono deallocate quando si fa lo shutdown dell’istanza.

In questo paragrafo vediamo una overview di tali strutture e di alcuni parametri ad esse associati. Dopo, nel manuale, entreremo ulteriormente nel dettaglio.

Le 2 maggiori strutture di memoria sono:

* **SGA :**

*System Global Area* (o anche *Shared Global Area*)

* **PGA :**

*Program Global Area* (o *Private Global Area*)



**SGA**

La **System Global Area (SGA)** è un area di memoria condivisa; ossia tutti gli utenti del DB condividono le informazioni in essa contenute.

Essa contiene le aree indicate nel disegno sopra e descritte qui sotto.

................................

................................

................................

## Fonti della Tuning Information

### 3.1 – Introduzione

Esistono tante fonti da cui attingere informazioni utili per il *performance & tuning* del database Oracle e dei SQL *statement* (in primis SELECT, UPDATE e DELETE).

Ecco le principali fonti utili per il *tuning* del database (le vedremo dopo in dettaglio):

* *Performance tuning views*:

Ulteriormente suddivise in:

* le *V$ views* (dette anche *dynamic performance views*)
* le *DBA views* (dette anche *data dictionary views*)
* *AWR / ASH / ADDM*

L’AWR è il tool più usato e completo per fare il *tuning* del database Oracle.

Richiede una licenza ad hoc chiamata *Diagnostic Pack license*.

Non può essere abilitato nella *Oracle Standard Edition*, mentre di default è abilitato nell’*Oracle Enterprise Edition.*

Ma il fatto che sia abilitato non significa che tu abbia possa usarlo senza pagare la licenza ad hoc.

Nelle prossime righe e nel prossimo paragrafo, entriamo ulteriormente nel dettaglio di questo argomento spesso ignorato.

* *Statspack*

................................

................................

................................

## Introduzione ai Wait Event

### 4.1 – Wait Event Statistics

I *wait event* sono statistiche che indicano che un *server process* ha avuto un attesa (*wait*) a causa di un evento.

I dati sui *wait event* possono rivelare vari sintomi di problemi che possono avere un impatto sulle performance, come *latch contention, buffer contention* e *I/O contention*.

Per permettere una analisi più semplice dei *wait event*, Oracle li raggruppa in varie classi, fra cui:

* administrative
* application
* cluster
* commit
* concurrence

ecc

Le *wait class* sono basate su una soluzione comune che normalmente si applica per fissare un problema con un particolare *wait event*.

Per esempio, *exclusive TX locks* sono generalmente un *application-level issue* e *HW locks* sono generalmente un *configuration issue.*

La seguente lista include alcuni esempi di *wait event* in alcune *wait class*:

* *Application:*

*locks wait* causati da *row lovel locks* o *explicit lock commands*

* *Commit:*

................................

................................

................................